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1 Digital playgrounds
Growing up in the surveillance age

Emmeline Taylor and Tonya Rooney

Surveillance has always been a feature of childhood. However, recent
technological innovations have enabled the monitoring of young people to reach
unprecedented levels of intensity and ubiquity. Children now find themselves
navigating a network of surveillance devices that attempt to identify, quantify,
sort and track their thoughts, movements and actions. This collection explores
surveillance practices across multiple spheres of childhood and youth, from birth
to adulthood. Numerous surveillance apparatus and tools are examined, includ-
ing, but not limited to, mobile phones, surveillance cameras, online monitoring
and GPS tracking. In addition to chronicling the steady rise of such surveillance
practices, the chapters in this volume identify and problematise the consequences
of technological surveillance from a range of multidisciplinary perspectives.
Bringing together leading scholars working across diverse fields — including
health, education, sociology, anthropology, philosophy, criminology, media and
information technology — the collection draws together a range of perspectives
on the social and ethical impacts of technological surveillance throughout child-
hood and youth.

Emerging trends in childhood surveillance

Childhood is a relatively new concept (Ariés, 1962) and understandings of this
formative period continue to shift and evolve. Children have historically been
viewed in conflicting ways. Drawing from Nietzsche, Jenks (2005) identifies two
archetypal categories of children in Western culture: the ‘Apollonian child’, per-
ceived as innocent and pure, and the ‘Dionysian child’, viewed as uncivilised,
immoral and potentially evil. In contemporary society, arguably the former is sub-
jected to surveillance mechanisms to preserve this innocence and protect them
from the harms prevalent in the world, whereas the latter group receives routinised
monitoring by omnipresent and diverse surveillance mechanisms to contain their
perceived incivility. Common idioms, such as ‘keeping an eye on the kids’, expose
the inherent complexities and contradictions harboured by surveillance practices;
on the one hand, surveillance can be perceived as a protective measure to stave
off exposure to potential dangers; on the other hand, it can refer to assurance that
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young people do not cause trouble or mischief (Taylor, 2013). There is certainly
ambiguity regarding the applications of surveillance. Lyon (2003) suggests that
the underlying reasons for surveillance can be situated along a ‘continuum from
care to control’, arguing that ‘some element of care and some element of control
mam.smm% always present’. Similarly, Nelson and Garey (2009: 8) view the moti-
vations of care and control ‘in a dialectical relationship with each other, and not a
simple dichotomous one’.

Complicating things further, surveillance is often viewed as being imposed
on reluctant subjects, but this ‘fails to recognise that often individuals are com-
plicit in their own surveillance and at times even court the salacious opportunity
for exposure that various forms of surveillance provide’ (Taylor, 2013: 9). In this
sense, children are viewed here as active agents in the emerging forms of subjec-
tivity, creativity, performativity and resistance that arise through the possibilities
and challenges of living in the contemporary surveillance society. The relationship
between children and technology is (re)configured in a number of ways, ultimately
revealing a fluid and emerging notion of subjectivity where children and technolo-
gies both shape and are shaped by the world around them (Prout, 2005). A central
aim of this collection is to make visible the concealed workings of the multiple
surveillance technologies that increasingly permeate the lives of young people and
explore the significant social and ethical issues they animate.

Even before birth, surveillance technologies make their presence felt. With
developments in pre-natal ultrasound and imaging techniques, the level of infor-
mation available about the child before he/she is born is expanding, as are the cor-
wmw_n..o.:&.:m challenges and pressures on parents to obtain information and make
amo_wmo:m for and about their unborn child. It is no longer unusual for pre-natal
scan images of a foetus in utero to be shared via social media (Leaver, 2015;
Lupton, 2013a), resulting in the most intimate of realms, the child in the mother’s
womb, being offered for public consumption. Utilising social media sites, such as
Facebook and Instagram, the progress of the child is charted through infancy and
beyond. For example, a survey of parents in ten countries revealed that more than
80 per cent of parents with a social media profile had shared images of their child
under the age of two years (Holloway et al., 2013). Once parents could playfully
tease their children by threatening to show a new girlfriend or boyfriend pictures
of them when they were babies, now the images are stored in perpetuity, a poten-
tial source of embarrassment for future selves but, more importantly, compromis-
ing their right to be forgotten.

Once a baby is born, surveillance of the infant child often begins in the hos-
pital. This includes many measures of health and well-being, but increasingly is
augmented with a range of new surveillant technologies. One of the most long-
standing applications of radio frequency identification (RFID) is in the paediatric
area of hospitals (Baldwin, 2005). Some hospitals place a bracelet around the

_umg} ankle embedded with an RFID chip that is matched to the mother’s, For
example, ‘Hugs’ is an RFID system that can be linked to the hospital’s security
system so that if the signal between reader and receiver is interrupted, security
cameras are activated, electronic doors are locked, elevators cease operating and
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essentially the ward is placed in ‘lockdown’ (Wyld, 2009). Furthermore, if the
bracelet is cut or tampered with, it will trigger an alarm. Wyld (2009) outlines
how the Hugs RFID system was credited with assisting in preventing the abduc-
tion of a baby in 2005 from a hospital in North Carolina, which has since secured
the system as a ‘necessary precaution’. Despite the rarity of newborn abduction
(Goodman, cited in Wyld, 2009) and the ‘exceedingly small’ likelihood of this
happening, the use of RFID on newbormn infants is steadily becoming the accepted
standard in the safeguarding of babies. But it’s not just the threat of abduction, the
RFID-enabled system also has a complementary component, ‘Kisses’, which links
the child to its mother. Should a baby be ‘mismatched’ with the wrong parent, an
audible alarm sounds (Wyld, 2009), whilst the correct pairing results in a gentle
lullaby being played. The use of terms of affection such as ‘hugs’ and ‘kisses’ to
promote an infant security system is an example of how surveillance marketers
can co-opt ‘care’ discourses in an attempt to personalise what is a highly imper-
sonal, and arguably excessive, response system.

At home, the devices available to parents to watch and monitor their child now
extend far beyond baby monitors that transmit sound from the child to apparatus and
even clothing that measure a baby’s breathing and conditions, such as temperature
and humidity and that send alarms or messages to parents if any unusual datum
presents itself. Child-monitoring products are often placed in objects that portray a
sense of fun or benignity, including the ‘My Little Eye’ baby monitor fitted with an
infrared camera mounted in a large plastic flower with a flexible stem to enable the
live streaming of video, and the ‘Vtech Sleepy Bear Digital Baby Monitor’. Whether
this is for discretion or to reassure parents they are practising care, not surveillance,
remains ambiguous. Drawing together multiple developments, the Mimo™ group is
developing what they call the ‘Smart Nursery’, comprised of products that can com-
municate with one another and are accessible and controllable from a parent’s smart
device. One such product is what the Mimo™ website describes as the ‘world’s
smartest baby monitor’, which is a wearable babygrow fitted with numerous sensors
that collect information about the baby’s breathing, body position, sleep activity and
skin temperature, as well as audio. Data collected by the sensors are transmitted, via
Bluetooth, to the cloud and are accessible on any connected smart device. Whilst
the website cautions that the Mimo™ Baby Monitor ‘is not to be used as a substitute
for adult supervision’, it declares that: ‘It’s going to change the way parents think
about and learn about their babies’. Indeed, such artefacts of menitoring represent
a cultural shift in what it means to be a responsible parent and benchmark expected
levels of digitally enhanced care. As Lupton (2013b: 46) articulates:

The infant’s body becomes the focus of the intense, anxious parental gaze
in the context of a culture in which parents — and particularly mothers — are
held accountable for any harm that may befall their infants or any failure to
conform to accepted measures of health, growth and development.

Furthermore, the normativity of these devices quickly overrides other concerns,
such as the safety of early and sustained exposure to wireless microwave radiation
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or the interception of devices. There are numerous reports of connected devices,
such as baby monitors and tays, being hacked by outsiders who are then able to
view live footage of the child (and family), talk to the infant and even control the
camera remotely (Computerworld, 2015; Taylor and Michael, 2015). The digit-
ised swaddle that now surrounds the newborn is supposed to reassure anxious and
responsible parents who are eager for objective indicators of the health and well-
being of their infant. But, far from soothing worries, the extent to which devices
can preoccupy and consume the new parent can itself become a source of anxiety
and stress. In a study of parental views on baby monitors, it was noted how these
technologies ‘make parental anxiety the expected state of parenthood’ (Nelson,
2009: 225). It is easy to see how parental doubts regarding their human capability
alone can set in when adrift in the sea of gadgets and gismos that can quantify
and externalise the inner workings of an otherwise apparently indecipherable tot.

In early childcare centres too, combinations of surveillance practices that are
dually cast as mechanisms of care and a source of information to alleviate the
concerns of parents are emerging. For example, many early childcare institutions
allow parents to view their children via webcams (Jorgensen, 2004). Originally
introduced as devices to allow parents to watch over their children’s carers, these
systems transmit images of the children and have become just as much a vehicle
for parents to monitor their child’s development and day-to-day activity.

These types of surveillance opportunities and practices challenge notjons
of parental responsibility. If products, such as wearable sensors rigged to smart
devices, become socially normalised, then choosing not to use such devices may
be seen as irresponsible, lacking in care, reckless even. In this vein, the infant
child is viewed as permanently ““at risk” from harm, unpredictable, never far from
the threat of illness or death. It is a body that is culturally primed for intense and
continuous surveillance on the part of its anxious parents’ (Lupton, 2013b: 45).
The surveillance device itself becomes seen as a greater source of knowledge
or truth about the child’s well-being over and above the multiple ways in which
children may be cared for by those around them (Rooney, 2012). The sudden swell
of wearable electronics and biosensor devices transform the child’s body into a
site of scrutiny and measurement: ‘bodies are experienced and conceptualized in
relation to other bodies, as well as to discourses, practices, spaces, ideas and non-
human objects and other living things’ (Lupton, 2013b: 39).

Along with the intensification in the biomedical monitoring of infants, there
are other ways in which behaviour, movement, thoughts and actions are scruti-
nised throughout a child’s life.

The modern school is a key site of surveillance, but in many ways this is ‘noth-
ing new’ (Taylor, 2013: 3) since many common aspects of schooling have inherent
surveillance properties: ‘registration confirms attendance, student reports com-
pound activity, continual examination and assessment monitors progress, the con-
tainment of pupils on a bounded campus enables close observation of behavior,
and the contravention of rules attracts swift and often visible punishment’ (ibid).
But, for all the structurally integrated modes of surveillance in the school, the
technological sophistication of recent processes and apparatus presents a radical
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shift in the intensity of surveillance experienced by mn:co_o_._:mao:,.i?.nr in
turn advances new ethical and social implications. New technologies = So_cm_sm.
biometrics, digital imaging, fingerprinting and RFID Ewm. - are :.uo:w.mmBmG
deployed to identify, profile and track pupils. Moreover, their sophistication Ewa
potency have intensified as high-end military and amwmnom.m%m_‘mgm find use in
everyday environments (Casella, 2006; Haggerty and Ericson, 1999), notably
the lucrative education market. Schoolchildren have emerged as one of the Eo.mm
heavily surveilled populations in many countries. Such ,m_._?.m:_m.:om mnro.oMm
(Taylor, 2012) or *dataveillance schools’ (Williamson, Chapter 4 in wEm collection)
are installing sensor-based and visual-recording devices that continually harvest
data about schoolchildren in ever-finer detail.

School can be viewed as part of the socio-cultural landscape of society, a key
institution, with considerable flows between it and other institutions, such mm.%m
family, community, corporations, government and media. ,;w use and .mEu__om.
tion of surveillance originating in the school often materialises and n:,ns_mam
openly in society, generating claims that schools have _un.ooEo. Sm?,gam for new
technologies. Conversely, events and behaviours that originate in society can soon
infiuence school practices. Moral panic around youth violence, drug use, obesity
and sexting, to name but a few, can import major changes to the school campus.
The scope of school surveillance is expanding and there have been many exposes
of schools extending their reach beyond the campus walls and into the family
home via surveillance technologies. For example, a school in Pennsylvania was
sued in 2011 for allegedly activating a school-owned laptop’s built-in webcam
to watch a student at home and using the information gathered for disciplinary
means (Clarke, 2010).

Whilst schools are infused with surveillance practices, when children are at
home there are also multifarious ways in which surveillance continues to shape
their world. Webcams and surveillance cameras allow parents to remotely view
their children over the internet from anywhere, such as from a workplace or while
travelling overseas. Security devices can be set up with a variety of alerts that send
a message to the parent when their child arrives home from school: for mxmﬁm_m.
devices such as ‘Z-Wave Home Monitoring’ or ‘Total Connect’; the latter allowing
parents to automatically receive a videc of the child entering the home. In the
expanding market of surveillance devices, companies play not only on parents’
anxieties about the safety and well-being of their child, but also on their fear of,
or guilt about, missing key childhood moments due to other commitments. As one
security article promises parents:

You can watch your children sleep, eat and play ... Your home coming will
always be a happy event. You can show off that you’ve never missed a nwmuw
with your kids because of your hard-working video surveillance, It’s like
you’ve been home all the time. (Roberts, 2007)

In this example, the video camera becomes the surrogate parent, observing the
child’s activity and development, absent yet continually ‘present’. Hofer et al.
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(2009) describes what they term an ‘electronic tether’, which could itself be
noamw.amaa as a digitised extension of the umbilical cord, and has come to typify
relationships between parents and their children, particularly in emerging adult-
r.oma.. An important avenue for future research will be to explore the impacts of
digitised parenting on family dynamics and childhood relations.

Information about children accessed from the sanctity of the family home is
now routinely being transmitted to external databases for viewing and analytics
E.\ external agencies and corporations. For example, not content with the ‘Barbic
Video Girl’, which has a camera lens disguised as a pendant embedded in the
doll’s chest, Mattel’s latest doll, ‘Hello Barbie’is pioneering a new trend in ‘smart
%owm“. The doll uses voice-recognition software, an evolving database of record-
ings m.ua access to the internet via Bluetooth and Wi-Fi to attempt to engage the
Q.:E.E intelligible and free-flowing conversation by asking and responding to
questions. Algorithmic software enables the doll to learn about its users over time.
Hlustrating this, at the New York Toy Fair in 2015, a journalist writing for the
Washington Post (Halzack, 2015) reported:

_..er Mattel representative chatting with Hello Barbie mentioned that she
liked being onstage. Later in the conversation, when the Mattel representative
asked Hello Barbie what she should be when she grew up, the doll responded,
J.e_w:u you told me you like being onstage. So maybe a dancer? Or a politi-
cian? Or how about a dancing politician?’

ﬂmm Barbie doll is a powerful example of the reach of large corporations into the
privacy of the home via ostensibly benign products. Children often do converse
«ﬁ.ﬂ:‘ toys, share their innermost thoughts and act out various scenarios; clearly,
this is without any knowledge that this information might be accessed, mbm_wmnm
and exploited for commercial gain. Not only can parents choose to receive daily or
weekly emails with access to the audio files of their children’s conversations with
mm__ﬂo Barbie, all audio recordings from Hello Barbie are uploaded to ToyTalk
which operates the speech processing services for Mattel. A review of their va.“
vacy policy reveals that the information recorded could be used in a variety of
ways, including being shared with third parties:

[W]hen we believe in good faith that we are lawfully authorized or required
ﬁo.ao 80 or that doing so is reasonably necessary or appropriate to (a) comply
<.EE any law or legal processes or respond to lawful requests or legal authori-
ties, including responding to lawful subpoenas, warrants, or court orders; or
(b) protect the rights, property, or safety of ToyTalk, our users, our employees,
copyright owners, third parties or the public, to enforce or apply this Policy,
our Terms of Use, or our other policies or agreements. (ToyTalk Privacy
Policy cited in The Vigilanz Citizen, 2015: n.p.)

H,s this Bm:bnﬁ.m:m alongside many examples of the blurring of the bounda-
ries between private and public, the family perimeter has become porous and
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commercial entities are encroaching furtherinto children’s lives, using surveillance
techniques that are increasingly difficult for children and families to resist. Barbie
has become a ‘sophisticated surveillance device masquerading as an innocuous
child’s toy’ (Taylor and Michael, 2015, n.p.).

Just as the reach of schools and mass corporations has been shown to extend
into the home, the parental gaze is now transported with young people wherever
they go. Mobile phones are increasingly being used as surveillance devices by par-
ents, as they enable parents to monitor phone usage, including the content of SMS
messages sent and received, identify callers (even when caller ID is withheld),
approve or block contacts, as well as a range of other functions. With aimost ubig-
uitous use of mobile phones by teenagers, the proliferation of teen-tracking apps
is notable. For example, parents can use an iRecovery Spy Stick to access and
download mobile phone web history, emails, photographs and text messages, even
the deleted ones retrospectively, or alternatively install ‘Mobile Spy’, which pro-
vides real-time tracking of online activity and geographical location, providing
electronic ‘breadcrumbs’ that reveal where the child has been and when. There are
also apps such as ‘Teensafe’ and ‘Family Tracker’. The use of such apps highlights
the tensions between safety and trust (Rooney, 2015).

As children get older and move into their teenage years, the marketing of surveil-
lance devices to parents persists. Home drug-testing kits, such as the ‘First Check
Home Drug Test Kit’, is an example of the types of tools offered as ‘responsible’
practices to parents (Marx and Steeves, 2010; Moore and Haggerty, 2001). Vehicular
surveillance devices are also available to parents and use GPS technology or satel-
lite services to monitor driving speed and location, and send an email or SMS to the
parent if any of the boundaries, predefined by the parents, are breached. If speed-
ing is detected, it is possible for parents to remotely trigger the car’s horn or flash
the lights until the driver slows down (for example, see products such as ‘Motosafety’
or ‘SafeDriver’). Some devices monitor smartphone activity while driving (such as
the ‘Canary’ app) and send a message to parents if their child is texting or talk-
ing on the phone while driving. In a world where parental monitoring is a growth
industry, spying in effect ‘becomes an enhanced parenting tool’ (Marx and
Steeves, 2010: 205). The prevailing messages about parental responsibility become
confused; on the one hand, encouraging parents to continuously monitor the
whereabouts of their children through electronic devices, whilst, on the other, com-
municating that parents no longer need to be present or available to discuss with their
children where they are, what they are doing and with whom they are hanging out, so
long as they are tracking them.

Information and communications technologies (ICTs), and notably social net-
working, are becoming embedded in the lived experiences of children of all ages,
and some commentators now claim that it is increasingly difficult to separate the
virtual and non-virtual domains of children’s experiences. Marsh (2010: 25), for
example, describes this as a ‘continuum in which children’s online and offline
experiences merge’. A survey conducted across 25 European countries indi-
cated that ‘one third of 9-12 year olds and three quarters of 13-16 year olds
who use the Internet in Europe have their own profile on a social networking site’
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(Livingstone et al., 2011). Even though many social networking sites state that
account holders must be over the age of 13, the report by Livingstone et al, (2011)
confirms that nevertheless many users are ‘under age’, with children simply pro-
viding incorrect age information online. Online activity, increasingly viewed as
criminogenic, has become a focus of surveillance with internet tracking and what
Hope (2008) describes as a ‘culture of over-blocking’ websites. For example, in
England under the Counter-terrorism and Security Act 2015, there is a require-
ment that schools ‘have due regard to the need to prevent pupils being drawn into
terrorism’, This has resulted in the emergence of several companies providing
anti-radicalisation software products to schools, such as Future Digital, Securus
and Impero, to monitor schoolchildren’s online activity. The software operates by
detecting the use of keywords included in a glossary of terminology that Suppos-
edly could indicate radicalisation,

These examples provide only a small snapshot of the proliferation of surveil-
lance devices available to parents, schools, companies, governments and children
themselves that are being increasingly used to monitor, observe, calculate and
control different aspects of children’s lives. Of course, technologies (and indeed
non-technological modes of surveillance) evolve, are updated and fall in and out
of use. At the same time, there are often shifts in the parameters of what is viewed
as acceptable, ethical and desirable in the lives of young people. The overview,
however, illustrates the growing complexity of the ways in which children’s lives
are increasingly caught up in a vast array of surveillance practices that require
us to attend more closely to what it means to grow up in a ‘surveillance society’,
including what it means for parents, schools and governments to make decisions
that impact on surveillance in young people’s lives,

Growing up in a surveillance society: social and
ethical implications

Surveillance brings with it numerous profound changes. Amongst these are the
significant socio-political and ethical implications raised by the increasing use of
surveillance to monitor the young lives of the next generation. This book navi-
gates the tensions between the positive aspects of surveillance processes whilst
cautioning, where applicable, about the dangers and risks that are often embedded
in their uncritical appropriation. Importantly, whilst several authors highlight the
potential negative ethical and societal impacts of unfettered surveillance, contrib-
utors are keen to highlight that not all aspects of surveillance are inherently bad.
Indeed, they bring many benefits and conveniences. For example, location-based
services (LBS), such as GPS and RF ID, provide the convenience of route-finders,
locating lost items, assisting with emergency responses and safeguarding vulner-
able people. Along with these benefits, however, multiple issues are raised relat-
ing to autonomy, location privacy, trust, freedom of movement and expression of
identity. These issues are not insignificant. As Dobson argues, ‘human-tracking
devices pose the greatest threat to personal freedom ever faced in human history’

T ————)
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since they have the potential to ‘alter moﬁm_g H&mmos.mﬁvw n”_ozm dramatically
than any other product emerging from the _.uwodsmsou Hm,<o_z.so= (2006: 187).
Similarly, Amold (2010: n.p.) argues ﬁrmﬁ children can be nm.mu:& personhood by
being reduced to digits traversing the virtual spaces found in Google Maps and
similar geospatial services’. Of these issues, &a brief analysis below focuses on
the tensions surrounding the experience of privacy ,.‘.Sa trust as nmeEom of the
inherent complexities in the relationship between children, technologies and sur-
i ractices.

<0HM”HMMN:8 and privacy are often presented as being in ownom_.aou - ."m tug of
war between two social forces’ (Taylor, 2013: 62). Many argue that mmnnmn_zm some
privacy is necessary for the security benefits that chm_:.mzom Eoﬁumm.. The trou-
ble with presenting the surveillance/privacy debate in m:.m way is that it o_umn.cnam
the more complex motivations and workings that underpin surveillance practices,
such as how they interrelate with ideology and inequality, and whether surveillance
practices are actually effective solutions to the problem Ducmmww..woomv..

There are salient reasons why the concept of a ‘right to privacy’ is far from
straightforward. It is ‘an extremely slippery virtue — intangible, hard to define ,Ea
harder still to measure’ (Madgwick and Smythe, 1974: o.v and ﬁnwr.mvm one ,.uw .Em
most equivocal of all human rights in terms of definition and m:oznu.mozvaou
(Taylor, 2010: 383). Some have even gone so far as E.mmw that privacy ‘is .anon.a
the scope of the law’ (Hixson, 1987: 98). When applied H.o children, the issue is
even more complex. In many legal and policy contexts, &:Ewmu are om.n: deemed
too young to be afforded a sense of privacy in their own dm.rr ammv:.@ the UN
Convention (1989) that simultaneously enshrines the child’s right to privacy and
acknowledges that children also need special safeguards, care and F.m& protec-
tion. Exploring the complexities of children’s need for and understanding of what
it means to have some sense of privacy provides insight into some of the broader
intricacies of privacy/surveillance discourses. .

As noted by Rooney (Chapter 11 in this collection), nEEHu.vm sense of and

need for privacy are more acute than is often acknowledged. OEEEF from an
early age, are aware of the presence of a surveillance gaze; 93.@_3\ differently,
for example, when being watched by others. However, with &o rise of new mo.ﬁbw
of exposure and self-revelation, particularly prominent on m.oo_& networking sites,
it has been contended that we are witnessing ‘the end of ﬁnﬁﬁ«_u that we are now
living in a ‘participatory panopticon’ or a state of ‘total surveillance’ (Whitaker,
1999: 139) in which we are all complicit. The nature of the way teenagers engage
online, for example, to some, demonstrates that young people no longer care for
their privacy, particularly given the increasing evidence that ‘teens flock to the
Internet to share their intimate thoughts’ (Barnes, 2006). In parallel, teens also
‘develop intricate strategies to achieve privacy goals’, which often _o:m:obmnm the
ways in which privacy is currently conceptualized, discussed, and regulated’ (boyd
and Marwick, 2011: n.p.). For example, according to boyd (2012), they omm.: rely
on ‘in-jokes’ and ‘encoded messages’, which can limit access to the meaning of
the information, even if not the content itself.
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Clearly, the boundaries between private and public spheres have become
increasingly blurred, raising challenges for children and young people who want
to have ‘private lives’ (for example, from their parents or teachers) in these new
spaces. The complexity of understanding what it means to have ‘privacy’ in these
new contexts and the type of choices children and others will face within a multi-
layered surveillance network requires more nuanced attention beyond public/
private and privacy/security distinctions. Young people often lack the resources
required to effectively express their desire and need for privacy, as well as the

privacy in the digital age.

In addition to challenging privacy, surveillance has the potential to bring ambi-
guity to established means of developing trust. It has been claimed that surve;l-
lance practices ‘embody 2 mistrust that corrodes personhood’ and are often ‘an
electronic substitute for the trust and risk-sharing that we might see as fundamen-
tal to family life’ (Arnold, cited in the Canberra Times, 2011: n.p.). Supporting
this view, empirical research exploring the impact of CCTV found that school-
children perceived visual surveillance to be ‘equated with mistrust’, since ‘to
demonstrate trust is not to surveil’ (Taylor, 2013: 52; see also Chapter 2). Trust is
bound up with responsibility; the more children are trusted, the more they learn to
be responsible for themselves and those around them. An additional complexity
is that messages ahout trust are often difficult to interpret, as ‘the ambiguity of

(Rooney, 2010: 352).

While, on the one hand, children find the minutiae of their day-to-day lives con-
trolled to a level of detail that has previously not been possible, on the other hand,
somewhat paradoxically surveillance technologies can provide more freedom.
A parent anxious about the safety of their child riding their bike with friends might
feel reassured by the use of GpS tracking (Chapter 9) or concern about allowing a
child unsupervised internet access might be alleviated by the use of software apps
that monitor activity while blocking sites deemed inappropriate. These examples
highlight how the notion of ‘trust’ can become a point of negotiation in deciding
how much freedom of movement or association a child is afforded. If a parent trusts
a child to go out on the condition he/she take a mobile phone with a GPS tracking
system enabled, then although the child may have more freedom, it is nonetheless a
conditional freedom where that condition is enacted through a surveillance device.
This tension serves to highlight the complicated relationship between trust and sur-
veillance. Despite the opportunities for freedom that tracking devices may present,
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for children, it may not always be clear whether they are not :dmﬁm or M\WQ:M.W a
owmz_wnnm device is there to protect them — yet another representation of the shi
.mcm and ambiguous boundarics between care and control mentioned earlier.

in,

Seen but not heard? The absence of children’s voices in the
study of surveillance

Despite the overall sensitisation to Eo:nowoojﬂ .oh,n_wﬂﬁmmﬁwm _MM MHM(MMWMOHW MM_M”
istori een ‘hi :

e Momwm ﬁ“mw_wzr% MM MMMM%%M young people are subjected to an inten-
:.waoaw.ﬁmn f m:nwom:m:ow a study of CCTV in a British city found z&.ﬁ teenagers
mﬂmnmﬂuﬂb Mma by omgmam.ovﬂmﬁoa “for no apparent reason’, .Ernnmmm in no,aqmmr
MMMM@ omﬂ. thirty years old are rarely the subject of mz?ﬂ:m:mn, ﬁz.oﬁ.:rn‘ and
Armstrong, 1999: 9). As the mcﬁm.u.:maow of Mo_%wmn Hmm%%% Mm.ﬂmwwummwwm”ﬂmmnﬂwmu
mount to privilege accounts of the impacts ande : : . .

i i b d” within the social sciences’ (Christensen
Y <Enommwmﬂ<% ﬂﬁvﬂmgﬂwwﬂwﬂn Mﬂwﬁna that until recently, the child’s body has
mwa.wmﬂwmw_mmz .mw m_nuwma presence’ in the new social studies of childhood .mnom._m
Mﬁwum_.owmor&am:u, 2009; Lupton, 2013b; Woodyer, moamu. Several nﬂmﬁﬁﬁam :w
this collection draw upon empirical research .nosm:nﬁa s..:.r young ﬁmeu € N WMM-
vide an avenue for them to voice &Qﬁoﬁ.: views and opinions regar __:m ,Mﬂ i
lance practices and the impact on mﬁ‘:, worlds. Other nrmvﬁ.ﬁm grapp. .M ith the
conceptual ethical and social »Ev:mﬁmomm .woa .MHMMHM mmwmmwwmsﬂ“ MMWMM mmrcﬂ e

i i ising a number of significan :

MM“MMMMM:MM_MMMMM Mmm”wﬂm?ﬁca and what this means for regulatory E.”a policy
frameworks that are designed to protect, educate and govern young people.

Structure of the book

The book is organised around three key spheres of oEEHodu.m mmu\-.”m-m_mw WHMQM&MMM
ing, the self and social lives. Of course, these zones are inextricably inte ﬁm Ty
and the structure is not intended to impose any superficial .@Bmgﬂﬂﬁﬁﬁcgﬂgﬁ
ferent aspects of children’s being, but to recognise m:vmﬁm::& flows n.m.mnwm :oﬁp
The parts, taken as a whole, highlight the extent to which w%.m.m_ EM e
pervades every aspect of a child’s life as rm\.w:m moves between di mﬂwa H”E. e
tions, places and spaces. The aim is to mBSn.mn analyses o%. some o M@m m p mmu.n
ways in which contemporary modes of E?E:m.un.a are being mwm_ﬂ.a Yy m.w 3
in turn, shaping what it means to be young and living in a surveillance society,

Schooling and education

The chapters in Part I, ‘Schooling and education’, focus on Ew%::.onw_-ﬁ«_o_
technological surveillance that children experience in contemporary mnrwomnmw
In Chapter 2, Emmeline Taylor explores CCTV, the most common method o
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electronic vi i i i
ronic visual surveillance in schools, Drawing on media analysis and empirical

: : ghlights how the media representation of CCTV
n schools presents it as largely unproblematic, in contrast to the impact it has

, arguing that ‘it is difficult to think of a public health matter large or

) & been given to schools to solve’. Th i
- : t one T given - They pay special
ittention to the ‘algorithmic authority’ projected on digitised children H.M awzom-

.. .. . s livi -
viding a critically informed account of the implications for moroo_nEEHMM. _.%Mm

M.MMW._ .n%mmﬁa #M Part 1, anmnw.E_m us to be “smart™, draws on the example of RFID
ik M _U_M mnwomw to nxm.gzm how weaving new technologies ‘into the instity-
Sy ic o ”. e school’ can serve to normalise them. Taylor describes schools

mstitutional incubators’ for new surveillance technologi

Self; body and movement
MMMMW%MWMMW onwa the M\mwm in which the child’s body is made readable rankable
© through surveillance practices. This secti i
O i - : es. section seeks to outline how
on which surveillance is enacted. This rajses ;
tant questions regarding the digitisati S,
) gitisation of the self and how this i
profoundly influences understandin; identi P the s
: g of the self, identity and body. In the openi
. 2 i &
MWNMWH o% this mom:c:__ Murray Lee and Thomas Crofts examine the Hmmc_mmoﬂww
lidhood sexuality using the phenomenon of ‘sexting’

phones. Carol Barron in the next chapter take

. . . s an anth i
ways in which mobile phones are increasing] e e

y used by parents in a bid to monitor
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and control their children. Rejecting dominant perceptions that subjects of
surveillance are passive and powerless, Barron emphasises that children are able
to successfully negotiate and resist parental surveillance via this means. Jessica
Nihlén Fahlquist explores the moral implications of GPS tracking young people
in Chapter 9. Describing GPS as ‘part of a parent’s tool box’, she explores some
of its uses before considering what some of the impacts might be, particularly
for a child’s development of a sense of responsibility. ‘Children need to become
autonomous individuals, able to take care of themselves and others’, she argues,
and the use of GPS tracking could potentially stunt ‘their progress towards self-
sufficiency’. Charting the growth of mHealth technologies in Chapter 10, Emma
Rich attends to the child’s body as a site of regulation on which various cultural
normativities are played out. Rich identifies a trend towards digitised health and
physical education (HPE) or what Gard (2014) has termed ‘eHPE’, and uses the
‘health crisis’ that is childhood obesity to discuss the ways in which childhood
bodies are scrutinised through a range of different health apps and technologies.

Social lives and virtual worlds

The third and final part turns to children’s social and playful encounters. As
Whitson and Simon (2014: 309) remind us, ‘there is something primordial about
the relationship between surveillance and games’. Opening this section, Tonya
Rooney explores the importance of play and childhood games as spaces in which
children can learn about and ‘grapple with issues such as power, exposure, secrecy
and deception’. Of salience to surveillance studies, Rooney observes that private
spaces are often a prerequisite for experimental and creative play, cautioning against
the erosion of these spaces through ‘increasing forms of control, supervision and
surveillance’. In Chapter 12, ‘World of Spycraft’, Andrew Hope considers the
variant ways in which online gaming domains have become sites of surveillance
by government agencies, as well as the game corporations themselves. Hope
argues that ‘children’s use of gamified devices and video games have increasingly
become embroiled in practices of almost relentless monitoring’, which opens up
discussion of the notions of responsibilisation, desensitisation and marketisation
of online spaces frequented by young people. In Chapter 13, Valerie Steeves draws
upon her research involving 5,436 young people in Canada. The chapter outlines
the surveillance of the top fifty sites most frequented by the young people in her
sample. While Steeves notes that ‘the commercialisation of young people’s online
environment has been taking place for some time’, she highlights the ways in
which the ‘major players’, including Google and Facebook, operate increasingly
integrated information-collection systems, sharing personal information and data
between the various sites that they own. Far from being willing participants in
the commercialisation of online space, Steeves highlights how young people are
unhappy about their personal data being accessed and used, raising issues with
the current regulatory framework. In the final chapter, drawing on a case study
from the RYOGENS (Reducing Youth Offending Generic Electronic National
Solution) database, Rosamunde Van Brakel examines the advent of pre-emptive

i
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mE<E.:wun.m practices. The database was developed to improve communication
and co-ordination between partner agencies in order to identify children who were
at risk H. :mz..: or of engaging in criminal activity. While conceived out of a genu-
ine amﬂ.:u to improve service delivery, this ‘pre-emptive turn’ has important social
ms@ ethical consequences, which Van Brakel documents. She uncovers the impli-
om:o.bm of the ways that surveillance technologies are used not only to control
monitor or care for children, but also, arguably, to pre-define the possibilities on.
moEEoﬁ.m n ways that may limit or restrain a child’s future potential,

The intensity with which surveillance practices and technologies have begun
to saturate the years from early childhood to adolescence and beyond raises
a:ﬂm—.ozm mH.Enm_ and social concerns, As a whole, the chapters in this col-
Nmo:.on provide important conceptual foundations for future theoretical and
empirical research, inviting us to find new ways to question the often taken-for-
granted surveillance creeping into children’s lives, The volume will contribute
to the @3&2. debates on emerging surveillance practices, while at the same
:Bo. E.EmEm into focus the implications for children and young people. After
all, it is the young people of today who will shape the surveillance scape of
the .?E.Hm. The chapters in this collection offer a vital opportunity to consider
the intricate and dynamic workings of surveillance in society and provide an

HEuonm:.ﬁ mﬁ.%_.:m stone towards new discussions and future directions for
research in this field.
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Schooling and education



3 Digital health goes to school
Implications of digitising children’s bodies

Michael Gard and Deborah Lupton

All E.:u:n health policies and interventions are an expression of competing
:mﬁm:ém. about the past, present and future. They all say something about the
causes of mz health and pass explicit or implicit Judgement on previous attempts to
mo?m. ﬁ.mBnEmn health problems. They are shaped by contemporary socio-political
conditions and prioritise specific areas of concern over others. Perhaps above all
ﬂmmu they attempt to describe a world that is better than the one we currently live
in m:m ?m path that should be followed to get there. In sum, they are never sim-
ply disinterested, evidence-driven forms of action. Much the same can be said
about any educational endeavour, and particularly those that sit at the intersection
between schools and public health, which is our subject in this chapter. In fact,
mnroo_&mmn.a public health initiatives are worthy of scholarly attention, we ,S._m
argue, precisely because of the tensions that lie behind what might mn.aB their
common-sense appeal.

As a field of study and practical intervention, school health is difficult to
define for two related reasons: the conceptual elasticity of ‘health’; and the ten-
m.muoz for almost everything that schools do to be seen as having health implica-
tions. Nonetheless, it is possible to outline pragmatically a set of school-based
practices that :m<m. been and are currently justified on physical and mental health
grounds. The curriculum area of physical education is perhaps the most familiar
and Hoﬁ_m,ﬁms&um of these, but we could also include drug, alcohol and tobacco
education, the provision of food, anti-bullying initiatives and mental health
wm%%mwﬂmmmwwﬂg the sake of brevity, we will group all of these under the term

m&.uo& health is in the early stages of its engagement with digital technology
For this reason, the developments that we write about in this chapter are a_mﬂ?&w
new m:.a have not yet been the subject of extensive scholarship. Still, two guid-
ing Em_mEm drawn from history are likely to be relevant to school health’s digital
.?ER. mﬁr despite the idealistic rhetoric that tends to frame it, school health
H:Ho?.mu:osw are never solely concerned with the health of students. The sale of
wona in mn_.uoo_m_ for example, is in many countries a lucrative commercial enter-
prise @hﬁmo“ 2008), whereas sex education, regardless of what form it takes, is
unavoidably a form of moral instruction (Di Mauro and Joffe, 2007). Second, E:.:o
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important exceptions exist, the amount of time, energy and resources that has been
devoted to school health initiatives far exceed their measurable effect, a point that
explains the long list of scholars who have questioned the worth of school health
initiatives (including Cuban, 1986; Tupper, 2008) and cautioned against unrealis-
tic hopes for their impact on the health of students (St Leger, 2004).

For both of these reasons — that school health is never just what it purports to
be and doubts about its efficacy, interest in a digital approach to school health is
growing. In what follows, we contextualise this enthusiasm against a broader set
of educational, medical, economic and technological developments. We then go
on to discuss one concrete example — the US-developed school students’ physi-
cal fitness programme ‘Fitnessgram’ — that, at least to our eyes, exemplifies why
digital school health needs to be the subject of more penetrating critical reflection
than has yet been the case (see Chapter 4).

Educational politics of school health

From their inception, educational systems in Western countries have always been
premised, at least in part, on public health grounds. Many educational reformers of
the eighteenth, nineteenth and early twentieth centuries, for example, saw schools
as a way of producing a physically and psychologically robust population (Urban
and Wagoner, 2000). Both eugenic and imperial concerns with racial purity and
vigour were fundamental motivating forces for the bodily inspection programmes
that sprang up in English-speaking schools in the first half of the twentieth century
(Martineau, 1996). Likewise, Cold War tensions and growing anxiety about the
physical capacities of American children led directly to the US government creat-
ing a series of school-based fitness interventions (McElroy, 2008).

Against this backdrop of enduring belief in their public health mission, schools
have proven to be a remarkably flexible discursive tool in the hands of health
advocates, social reformers, politicians and ideologues of virtually any persua-
sion. In fact, it is difficult to think of a public health matter, large or small, which
has not at one time been given to schools to solve; skeletal posture, infectious
disease, non-infectious disease, mental health, under-nutrition, over-nutrition,
social cohesion, sexual behaviour, moral rectitude, alcohol and drug use, road
safety and the perceived perils of urban living are among the most long-standing
and best known, but are by no means an exhaustive list (Gard and Pluim, 2014).
In each case, however, school health interventions have been the culmination of
professional and political struggles and compromises. To take just one example,
the introduction of subsidised school lunches in American public schools imme-
diately following World War II was presented to the electorate as a public health
measure to feed under- or malnourished children. But as Levine (2008) has dem-
onstrated, the programme was originally developed as an economic measure to
support the incomes of struggling American farmers and, perhaps more impor-
tantly, as a product of the suspicions, antipathies and deal-making that have long
characterised the North-South divide in US party politics.
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This essentially symbolic dimension of school health is captured in the shifting
classroom practice of physical education since its emergence in the late nineteenth
nnn.EQ and the various arguments that have been mobilised by its advocates. At
various points in history, physical education’s purpose was variously seen as read-
ying working-class children for factory work, preparing young men for war, lib-
erating children’s innate corporeal and artistic creativity, inculcating self-control
E.E a love of play, promoting social cohesion and producing future sporting cham-
pions (Kirk, 1992, 1998). From the 1950s onwards, however, a more bio-medical
mission emerged. In fact, given growing concerns about overweight, obesity and
oE.cm_o disease in recent years, physical education’s public health role has grown
mﬁo.wnm:w into a moral obligation in the eyes of many within the profession itself
(Himberg, 2005). This is interesting because evidence for a physical education
‘effect’ on health has proven to be extremely elusive, despite the efforts of many
researchers to demonstrate it (Green, 2014). But as Wright (1996) and Kirk (2000)
have pointed out, the reorientation of physical education towards a more scientific
and bio-medical outlook is less a matter of evidence and more the product of the
mz.:m.mﬂnm between different knowledge traditions for resources and institutional
prestige, particularly within universities.

While the insights we might draw from this history are potentially numerous,
.on our purposes, what matters is the enduring power of the idea of schools as an
Emﬁ.EB.nR of public health policy. Although their motivations have been hugely
<E..69 it has suited a broad cross-section of interests to believe in (or at least to
mNEE to believe in) the ameliorative potential of schools. This convergence of
Interests helps to explain why this belief has proven to be impervious to the steady
flow of contrary evidence,

In some respects, trying to prioritise public health outcomes cuts against
schools’ primary mission to educate children, a point which partly explains why
0 many school health initiatives are unsuccessful or prove unsustainable. This is
especially true given the growing tendency for Western educational authorities
8. devote time and resources to improving student performance on standardised
Em.?mﬁmw% numeracy and literacy tests. Looked at from a more broadly socio-
logical perspective, however, there are reasons to suspect that a digitised school
health movement might be well placed to ride the waves of global educational
change.

We will have space here only to summarise what has been described by schol-
ars, mostly pejoratively, as the global educational reform movement, referred to
by its acronym, GERM (Macdonald, 2014). Scholars have characterised this as the
H.moo:m guring of educational processes and outcomes according to neoliberal prin-
o._Emm of market forces, consumer choice and accountability (Ball, 2003). In par-
ticular, the focus on accountability partly explains why regimes of standardised and
(allegedly) internationally comparable testing have emerged so rapidly in recent
years. It also explains the re-emergence of performance pay schemes for teachers
In some parts of the world. But, as many researchers have argued, systems of this
kind are designed to measure and reward things that can be measured, leading,
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they suggest, to both a narrowing and vulgarising of educational aspirations
(Rizvi and Lingard, 2009).

The champions of educational reform emphasise what they claim will be the
energising effect of free market forces on education, leading to both innovation
and efficiency. Two factors are fundamental to this vision: first, increased involve-
ment of the private sector in the supply of educational resources and the delivery
of educational services; and second, the role of digital technology. As a result,
educational systems worldwide are now experimenting with various kinds of
partnerships with a range of edu-businesses, including the global giant Pearson
Education and News Corporation’s educational subsidiary Amplify (Ball, 2013).
In this version of educational reform, the synergy of capital and technology is
fundamental; virtual schools, computer-generated learning plans for individual
students and wearable digital technology are already a feature of the educational
landscape. These changes are happening for many reasons, including the poten-
tial for digitally delivered educational services to turn a profit and generate large
amounts of data about children, teachers, schools and entire educational systems.
Thus, the exploitation of large digital data sets, or ‘big data’, is held up as yet
another reason why private investment and digital technology will lead to superior
education outcomes.

If we combine an appreciation of the broader global educational landscape, the
aspirations of school health’s many advocates, and the increasing sophistication of
mobile and pervasive computing technologies, a formidable field of possibilities
for digital school health presents itself. At the relatively low-tech end, there are
already examples of businesses, like the Coca-Cola company, delivering online
health education instruction to schools (Powell, 2014). However, our focus in the
remainder of this chapter considers a more hi-tech future for school health, based
on the collection, analysis and dissemination of digital data.

Digital data and education

It is important to recognise the broader sociocultural, political and material con-
text in which school health is moving towards digitisation. When we use the term
‘material’, we are referring to the physicality of digital technologies and the ways
in which they are entangled with human and other non-human actors to form
dynamic assemblages (Gillespie et al., 2014). This perspective draws on socioma-
terialism (Fenwick and Edwards, 2011) and the new materialism (Coole and Frost,
2010) in emphasising the embodied interactions of people with objects: in this
case, such objects as wearable self-tracking devices, mobile or desktop computers,
software and algorithms and the digital data on people’s behaviours, emotions and
thoughts that are generated from these interactions.

A growing body of literature is beginning to examine the implications of dig-
ital software and hardware on people’s concepts of embodiment, selfhood and
social relations. Writers have pointed to the ways in which knowledge has become
digitised and is increasingly controlled by the internet empires — Google, Apple,
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Amazon, Facebook and Twitter — and other digital corporations (Franklin, 2013;

Fuchs, 2014; Lash, 2007; Van Dijck, 2013). Digital scholars have emphasised the

ways in which computer software and hardware are sociocultural artefacts, the

products of human decision-making and political as well as commercial agen-
das (Manovich, 2013). The structuring role played by algorithms, or ‘algorithmic
authority’, has also attracted critical attention. Scholars writing on this topic have
noted that software algorithms are increasingly playing a part in shaping knowi-
edge and information and determining futures (Cheney-Lippold, 2011; Mackenzie

and Vurdubakis, 2011; Totaro and Ninno, 2014).

The notion of lively data (Lupton, 2016) also requires attention as part of
recognising the materiality of digital technologies. Digital data are ceaselessly
collected on the users of digital technologies, from their search engine encoun-
ters to their online shopping habits and social media status updates. Qualculation
(quantitative calculation) (Thrift, 2004) underpins concepts concerning how digi-
tal data should be gathered and acted upon. Qualculation has been intensified
by digital technologies that are able to monitor and record continuously minute
a.mﬁm:m of people’s bodies and behaviours (Thrift, 2004), including the genera-
tion of personal and big digital data sets. According to Thrift (2004: 584), these
forms of qualculation are generating new ways of understanding and experiencing
space and embodiment, changing what he describes as the “human sensorium’,
or humans’ embodied and sensual experiences of their world. Instead of fixed
numerical values being configured, the flow of data that is afforded by digital
technologies generates new values incessantly, involving endless calculations and
recalculations, which we are required to assess and act upon. People come to view
themselves not only as the subjects of continual measurement and quantification
vE also as interpreters and actors upon these forms of information who are mov-
Ing around in environments in which they are data-emitting objects feeding into
the digital data economy.

The questions of how data are understood and represented and the recursive
effects they have on human cognition, embodiment and social relations in these
new conditions of digitised qualculation remain to be explored in any great depth.
In the context of school health, it may be argued that such technologies configure
qualculated assemblages, in which digital data are represented as vital to both
generating detailed information on students® bodies and as motivating students
by allowing them to ‘see’ what they have achieved via what are considered to be
Ea neutral, objective insights of digitised quantified data. These ideals are rou-
tinely expounded in the devices, discourses and practices related to self-tracking
or ‘quantifying the self” (Lupton, 2013a, 2013b, 2014a).

. In Em digital knowledge economy, such data have become valuable commodi-
ties, ﬁmioa as producing important insights into human behaviours. They also
onsﬁbvﬁm to people’s attempts to optimise themselves: to be self-entrepreneurs. In
Emooﬁ.mmm on using personal data for improving health, well-being and productiv-
ity, algorithmic authority often plays an important role. The digital data that are
collected on individuals, either on their own behalf or by other actors and agencies,

Digital health goes to school 41

such as social media sites, customer loyalty programmes or search engines, are
represented as providing important information that people can employ to engage
in work on themselves as part of the project of selfhood (Lupton, 2013a, 2016).
In the case of children, parents and teachers employ monitoring and surveillance
technologies in the interests of optimising children and maximising their health,
well-being, learning and life skills. This is, therefore, a form of imposed or even
coercive self-tracking, in which external actors or agencies seek to persuade or
force people to collect data on themselves. When these data are employed princi-
pally for the benefit of others (for commercial, managerial or research use) rather
than those who have generated the data, they contribute to the mode of exploited
self-tracking (Lupton, 2016).

In recent years, the domain of school education more generally has been
increasingly digitised; yet, the perspectives on digital technologies that we have
outlined above are only beginning to be incorporated into the sociology of educa-
tion, much less the more specific sociology of school health. This is partly because
this field has not traditionally devoted much attention to a theoretically informed
analysis of digital technology, tending to view such objects as useful or even revo-
lutionary tools (or what Selwyn (2012) refers to as the ‘ed-tech bubble’ perspec-
tive) rather than as sociocultural artefacts worthy of sustained critical attention
(Edwards, 2015; Selwyn, 2012, 2015).

In countries such as the UK and USA, the spaces of the classroom and play-
ground, and even changing rooms and lavatories in many schools, are monitored
by CCTV cameras. Some schools require students to wear RFID chips in badges
or incorporated into clothing to monitor their movements, and use biometric tech-
nologies, such as fingerprint recognition devices, to identify them (Taylor, 2013).
Students’ use of digital technologies in school is frequently monitored as part of
ensuring that they are not accessing inappropriate websites or engaging in cyber-
bullying. Such surveillance technologies are often justified in the name of improv-
ing security and reducing the risks to which students may be exposed. However,
digital technologies in schools are expanding well beyond security devices.
A number of monitoring devices are beginning to focus on students’ learning
achievements, using software algorithms to closely track progress and predict
future learning (learning and predictive analytics) (Edwards, 2015; Selwyn, 2013;
Williamson, 2013, 2015a).

In the context of schools, algorithmic decision-making comes to bear on the
ways in which student behaviour is monitored and measured and the predictions
that are made about future behaviour. The development of the ‘smart school’
(Williamson, 2015b) or ‘sentient school’ (Lupton, 2015a) has configured a space
in which tracking software and sensor-based and visual-recording technologies

are able to track students in ever-finer detail, continually generating various
forms of data sets about them. Given the increasing prevalence of digital tech-
nologies in schools, it has been contended that software and hardware should be
viewed as elements of the ‘hidden curriculum’ of education that require identifi-
cation and critical analysis (Edwards, 2015). The commercial elements of these
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technologies, as we noted earlier, require attention. Not only are digital companies
and entrepreneurs profiting from selling software and hardware to schools in the
name of innovation, security and better learning and teaching, but the digital data
?mn are generated from students’ use of these technologies are also highly valuable
in the digital knowledge economy and for government policy development.

The health and physical education curriculum is also moving towards the use
of digital devices for student surveillance. We see here a merging of pedagogi-
cal with surveillance rationales. Student learning objectives are represented as
accomplished via the instructional attributes of quantifiable data. To view one’s
m.mﬁm, it is assumed, is to achieve greater knowledge about one’s body and its func-
tions msn_. sporting perfarmance. The use of digital technologies in school health i
Just one iteration of a number of developments in the digitising of health, fitness
and sporting practices. The apparatus of digital health incorporates such tech-
nologies as patient monitoring and self-care devices, telemedicine (remote clini-
cal care), diagnostic, risk management and decision-making tools for healthcare
workers and managers, digital devices for administering medicine or regulating
body functions, digital imaging and 3D printing, digitised medical education,
health promotion using digital technologies (for example, text messages, apps and
wearable self-tracking devices), online platforms, blogs and other social media
Fn .Em sharing of information and experiences by patients and healthcare workers,
digital epidemiology, ‘smart’ healthy cities initiatives, electronic patient records
m.zn.m healthcare management software, ‘smart homes’ designed to support assisted
living initiatives for the elderly and digital games for sport and fitness (Lupton,
2014b, 2015b).

Sporting and fitness activities are now frequently monitored by digital devices.
Hsnmo include technologies that are able to film physical motion and apply algo-
Bﬁrﬂ.m to analyse the movement, and wearable devices that track a range of bodily
functions and activities and generate digital data, A form of applied computer sci-
ence, often referred to as sport/s informatics, has developed, which capitalises on
the plethora of digital monitoring and sensor-based devices and software available
for athletes and sportspeople at all levels to analyse performance (Sykora et al.,
w.oau. As in many other domains in which digital data are used, these data are
viewed as offering new insights by virtue of their volume and apparent accuracy
and opportunity to generate fine-grained, continuous information on active bodies.

‘Iam:_._ and physical education teachers are beginning to see the potential of
using these technologies as part of measuring their students’ physical fitness and
sporting prowess and engaging students’ interest in the curriculum. The concept
of ‘gamification’ is central to recent initiatives in school health. Gamification, or
Fm R.zmmn.nm of aspects of using digital technologies and self-tracking as games,
s an important dimension of new approaches to self-tracking. The principles of
gamification have entered many social domains, including education, the home
and the workplace. Gamification is viewed as a motivating factor in inspiring peo-
ple to compete with others, achieve their own goals or simply have fun while
engaging in mundane, difficult or repetitive tasks and activities (Jagoda, 2013;
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McCormick, 2013; O'Donnell, 2014). In the context of schools, digital game
technologies (sometimes referred to as ‘exergames’), such as Wii Fit, Xbox Kinect,
and a multitude of apps, have been advocated to address a range of ‘problems’,
including children’s lack of physical activity, body weight, mental health, diet,
smoking and skin cancer prevention, physical rehabilitation and co-ordination and
asthma and diabetes self-management (Ohman et al., 2014; Reddy, 2014),

The digital gamification of school health has a number of potential conse-
quences. One is the rendering of external surveillance objectives into internalised
desires to monitor and measure one’s physical activities and capacities. By mak-
ing an act of surveillance playful and voluntary, it becomes far more acceptable
compared to those acts of surveillance that are perceived to be imposed on oneself
by others. Another consequence is rendering activities that might otherwise be
viewed and experienced purely as ludic into the apparatus of self-management and
bodily regulation for the sake of good health and physical fitness. Fun becomes
subject to various forms of monitoring and measuring as part of achieving stand-
ard approved outcomes in the interests of good health.

Case study: Fitnessgram

Finally, we turn to a more detailed example of the digitisation of school health. The
programme known today as Fitnessgram, began as a computer-generated fitness
report card system in a group of Texas schools in the late 1970s. The system’s cre-
ator, Charles L. Sterling, later joined the Dallas-based Cooper Institute, founded
in 1970 by the so-called ‘father of aerobics’, Ken Cooper. With the support of the
Cooper Institute, Sterling spent the following decades developing, refining and
promoting Fitnessgram (Plowman et al., 2006). According to publicity material,
Fitnessgram is now used in tens of thousands of American schools and, like its
predecessors, is exported around the world (Cooper Institute, 2014a).
Fitnessgram’s advocates have been at pains to describe it as ‘driven by data’,
while also tapping into the growing prestige of and interest in digital technology.
For example, while there has been little change over time in the fitness-testing pro-
tocols used, each new version of Fitnessgram has invariably been distinguishable by
increasingly sophisticated software systems for recording and disseminating data
and their ability to integrate with other digital platforms. The recent release of ver-
sion 10.0 is particularly interesting in this respect. While earlier versions had simply
instructed teachers in how to conduct fitness tests and communicate the results, ver-
sion 10.0 now includes systems for capturing data about what children eat and the
amount of physical activity they do, additions the Cooper Institute calls ‘Nutrigram’
and ‘Activitygram’. As an integrated surveillance system, Fitnessgram 10.0 is now
being advertised as a way to ‘complete the equation for good health’ by focusing on
the ‘whole child’ (Cooper Institute, 2014a). In the case of Nutrigram, children are
required to take periodical surveys that then generate reports about their nutritional
knowledge and behaviour. For Activitygram, a three-day survey period is recom-
mended, in which children log their physical activity in 30-minute increments.
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In short, Fitnessgram is steadily evolving into physical education’s equivalent
of the high-stakes literacy and numeracy testing that we described earlier in this
nrmmﬁmﬁ A number of US states have already passed legislation making Fitnessgram
Hmc:m.oc_dv:_moé in government-funded schoals, and others are preparing to fol-
low suit. Enacting legislation, in most cases, requires data to be analysed at the
mcroo_, .&mﬁ.oﬁ and state level and then reported to state legislatures on a yearly
ﬂmm_m. Fitnessgram 10.0 appears to have been developed precisely with the collec-
tion, aggregation and reporting of large amounts of data in mind.

.irmnr.ﬁ. or not these developments are to be welcomed is something people
:ﬁ.mE legitimately disagree about — and perhaps somewhat beside the point, given
this volume’s focus on surveillance. We will suggest here only that the ﬁmaomo-
vw.w repeatedly articulated by Fitnessgram’s advocates — that data and information
a.:<m ﬁmrms.oﬁm_ change ~ is very much at odds with mainstream health educa-
tion thinking. In fact, Fitnessgram’s explicitly deficit-model approach — that we
need to understand where children are going wrong so that we can then fix them —
r.mm been the subject of sustained and explicit critique by health educators for some
time (Antonovsky, 1996; Morgan and Ziglio, 2007). With respect to surveillance
however, two points are worth making. v

.w:.mr it is generally argued by researchers that self-reported measures of both
eating and physical activity are unreliable, particularly when data is supplied by
children qamBme 2004). This is important because, as we described above
ammmﬂdw mto ever more sophisticated and physically unobtrusive biometric msﬂ.u
veillance systems is now underway. In this light, the published leadership groups
..um Eo.Oo@ﬁﬂ Institute are instructive. For example, alongside politicians, bank-
ing, oil, finance and retail CEQs, owners and chairmen of professional baseball
and football teams, motivational speakers and medical researchers and clinicians
the Cooper Institute’s Board of Trustees and advisory committees are gﬁiﬁam
by leaders wdﬂ large data management (such as Digital Equipment Corporation)
and computing hard- and software (such as Electronic Data Systems) corporations
(Cooper Institute, 2014b),

. Itis surely not overly conspiratorial to assume that future versions of Fitnessgram
E_:. be designed primarily to interface with increasingly sophisticated digital
aaﬁoom that capture and analyse biometric data. Fitnessgraph apps are already
available for both children and teachers. The app for children encourages them
to #mwm. tests to assess their health and fitness ‘literacy’ and monitor their physi-
mm_ monﬁq and sedentary levels before, during and after school, It also produces
personalised reports’ for each user based on these data, The teachers’ app facili-
tates H.rm testing and measurement of students on mobile devices, allowing data
.oRJ\ 1 a diverse range of locations. While the Fitnessgram platform does not yet
m:c_caw mm_.m.ﬁ.umnﬁsm devices for automatic monitoring of students’ physical activ-
ity _.o<o_.m, it 1s no doubt only a matter of time, given the gradual spread of these
naﬁowm into domains such as the workplace, customer loyalty programmes, health
and life insurance and in other health and fitness initiatives in wn:oo_mv (Gard,
2014; Lupton, 2015z, 2016). There also appears to be no reason why these data
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will be limited to physical fitness, food and physical activity. Given Fitnessgram’s
recent thetorical shift towards the ‘whole child’, there is obvious scope for it to
branch out into a wide range of other health-related areas, such as drug use, sexual
behaviour and mental health.

Second, while the Cooper Institute is officially a non-profit organisation,
Fitnessgram is not. This perhaps explains why the Cooper Institute appears to put so
much energy into cultivating relationships with political and business leaders and,
by extension, why it has been so successful in marketing and selling Fitnessgram
across the USA. For example, Fitnessgram was recently endorsed as the recom-
mended school fitness-testing system by the federally funded Presidential Youth
Fitness Program. In fact, it is now an apparently successful and important com-
mercial entity in its own right. For example, the publishing house Human Kinetics
sells and distributes Fitnessgram materials globally. In the USA, the commer-
cially and culturally powerful National Football League (NFL) recently partnered
with Fitnessgram, so that many Fitnessgram products now carry the NFL logo.
The Cooper Institute has also begun to expand its product range by rebranding
Fitnessgram for sale to the military, ambulance and fire services. In each case, the
formula is the same: a simple — we might even say crude — set of physical fitness
tests supported by a rapidly developing set of digital paraphernalia. So, while
Fitnessgram looks very much like a case of the Quantified Self movement being
transplanted from the wider culture to schools, there are some signs that the flow
of surveillance technologies might also stream in the other direction.

With money to be made, elections to be won, a war on obesity to be waged
and neoliberal accountability regimes to be implemented in public education sys-
tems, Fitnessgram has an obvious list of potential and actual allies. Perhaps most
surprising, though, is that few ethical or educational concerns have been raised.
In fact, press reports of children and parents refusing to comply with particular
aspects of Fitnessgram, most notably body weighing, suggest that resistance will
come from those with the least to gain from it (Svokos, 2014).

We referred above to the hidden curriculum promulgated by digital technolo-
gies in schools. In the case of digitised school health technologies, certain tacit
assumptions, beliefs and practices are represented and reproduced. Those devices
and technologies that are directed at qualculative rationales render the human
body — and in the case of digitised school HPE, children’s bodies — into a narrowly
defined set of attributes. These include the notions that physical fitness is essential
for good health, that good or poor health status can be assessed via levels of physi-
cal fitness and even knowledge about exercise (as in ‘physical literacy”), that phys-
ical fitness and health can be readily discerned by using measurements that can
be compared against norms, and that certain set standards are evidence of either a
lack of fitness or a high enough level of physical activity or appropriate fitness and
activity levels. As the Fitnessgram website puts it, their assessments are designed
to measure not skill or agility but ‘health-related fitness’. Students are ‘not com-
pared to each other, but rather criterion-based Healthy Fitness Zone standards,
carefully established for each age and gender, that indicate good health’. Such a
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position on the inextricable relationship between health status and physical fitness
(as well as body weight: body mass index is one of the criteria) suggests that it
is well nigh impossible for children to be healthy if they are not physically fit, as
determined by the standards that are set by the programme. More broadly, these
technologies both support and reproduce the discourses of techno-utopianism,
data-centricism and technological solutionism that are evident in popular perspec-
tives on digital health and educational technologies.

Conclusion

As school health curricula and practice become increasingly influenced by digiti-
sation, there are significant consequences for the ways in which both children and
teaching staff are monitored, measured and evaluated. The introduction of online
assessments and sensor-based tracking technologies into school health, often by
commercial developers seeking to profit both from selling their software and
devices and the digital data that are generated by users, has afforded continuous
and detailed surveillance of students and teachers. Critical analyses of the impli-
cations and consequences of the digitisation of school health need to reach beyond
the standard theoretical perspectives that have traditionally been adopted in the
sociology of education to embrace sociocultural investigations into the power and
structuring role played by software and code, algorithms, hardware devices and
big data in contemporary social life and social relations. There is also a pressing
need to connect the somewhat insular academic field of school health with the
broader sociology of the body literature, in order to trouble naive assumptions
about the impact of and motivations for digital school health interventions.

The emotional repercussions of digitising children’s bodies Tequire attention
as well. While educational and other data on children’s bodies are typically repre-
sented as neutral fonts of information, they can have significant affective effects,
not only for the children themselves but also for their teachers and parents (Sellar,
2014). Like other social institutions, schools have become code/space assemblages
(Kitchin and Dodge, 2011}, in which computer software and hardware are entan-
gled not only in pedagogies and curricula but in the very ways in which students’
bodies are represented, investigated, monitored and understood. As we have shown
in this chapter, in the case of digitised school health, older forms of the privileging
of health and physical fitness and notions of ideal bodies, as well as the acceptance
of the entry of comumercial entities into schools, are taken up and interpreted via
the discourses and practices of informatics, the quantified self and big data.
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